	  

	



	Oracle RMAN Survival Guide or ...

... «when a crisis is in progress, it is easy to make a simple mistake»




	Overview

This guide is a quick-reference guide for Recovery Manager (RMAN), Oracle's utility to manage all of the Oracle database backup and recovery activities. This guide is not a comprehensive backup and recovery book. It contains an [image: image88.png]


overview of RMAN architecture, shows briefly how to backup and restore databases using RMAN, describes catalog setup issues, and provides quick-reference syntax diagrams of RMAN commands.

The purpose of this guide is to help you quickly find the syntax for, and use, RMAN commands to back up, restore, and recover a database.  We also point out that the batch mode examples in this guide are scripted with Unix shell scripts. Many of these examples contain Unix paths that are appropriate for our environment. If you are developing your own set of scripts, you will want to change the examples to reflect your own environment.

The real success of a backup depends on how effectively you can restore the databases from these backups. Develop recovery scripts and make sure to test and practice the different recovery scenarios. After a new incarnation of a database is created, make sure to run a full backup of the database. Also, make sure to run a full export of the database once the database is recovered. It will go through all the database blocks and is a good way to check whether there are still corrupt datafiles.

	Which Files must be backed up?

All files in the grey area below must be backed up.
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· Database Files (with RMAN) 

· Control Files (with RMAN) 

· Offline Redolog Files (with RMAN) 

· INIT.ORA (manually) 

· Password Files (manually) 
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Note that the Online Redolog Files are not backed up ! 

The parameter file INIT.ORA and the password file must be backed up manually.

RMAN Architecture

Recovery Manager (RMAN) is a utility that can manage all of your Oracle backup and recovery activities. DBAs are often wary of using RMAN because of its perceived complexity and its control over performing critical tasks. The traditional backup and recovery methods are tried-and-true. Thus, when your livelihood depends on your ability to back up and recover the database, why implement a technology like RMAN? The reason is that RMAN comes with several benefits: 

· Incremental backups that only copy data blocks that have changed since the last backup. 

· Tablespaces are not put in backup mode, thus there is no extra redo log generation during online backups. 

· Detection of corrupt blocks during backups. 

· Parallelization of I/O operations. 

· Automatic logging of all backup and recovery operations. 

· Built-in reporting and listing commands. 
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RMAN's architecture is a combination of an executable program (the RMAN utility) and background processes that interact with one or more databases and with I/O devices. There are several key architectural components to be aware of: 

· RMAN executable 

· Server processes 

· Channels 

· Target database 

· Recovery catalog database (optional) 

· Media management layer (optional) 

· Backups, backup sets, and backup pieces 

The following sections describe each of these components.

[image: image5.png]SGA

1 Buffer Paol ol Redolog Buffer Paol

DEWR

Control Online offine
Redalog Redolog
Tablespaces | I
Backup Content i
Backup Set i

Backup Pieces for Datafiles and Contralfiles

Backup Pieces for
Offine Redalogs





RMAN Executable

The RMAN executable, usually named rman, is the program that manages all backup and recovery operations. You interact with the RMAN executable to specify backup and recovery operations you want to perform. 

The executable then interacts with the target database, starts the necessary server processes, and performs the operations that you requested. Finally, the RMAN executable records those operations in the target database's control file and the recovery catalog database, if you have one. 

Server Processes

RMAN server processes are background processes, started on the server, used to communicate between RMAN and the databases. They can also communicate between RMAN and any disk, tape, or other I/O devices. RMAN server processes do all the real work for a backup or restore operation, and a typical backup or restore operation results in several server processes being started. 

Server processes are started under the following conditions:

· When you start RMAN and connect to your target database 

· When you connect to your catalog -- if you are using a recovery catalog database 

· When you allocate and open an I/O channel during a backup or recovery operation 

Channels

A channel is an RMAN server process started when there is a need to communicate with an I/O device, such as a disk or a tape. A channel is what reads and writes RMAN backup files. Any time you issue an RMAN allocate channel command, a server process is started on the target database server. It is through the allocation of channels that you govern I/O characteristics such as: 

· Type of I/O device being read or written to, either a disk or an sbt_tape 

· Number of processes simultaneously accessing an I/O device 

· Maximum size of files created on I/O devices 

· Maximum rate at which database files are read 

· Maximum number of files open at a time 

Target Database

The target database is the database on which RMAN performs backup, restore, and recovery operations. This is the database that owns the datafiles, control files, and archived redo files that are backed up, restored, or recovered. Note that RMAN does not back up the online redo logs of the target database. 

Recovery Catalog Database

The recovery catalog database is an optional repository used by RMAN to record information concerning backup and recovery activities performed on the target. The recovery catalog consists of three components: 

· A separate database referred to as the catalog database (from the target database) 

· A schema within the catalog database 

· Tables (and supporting objects) within the schema that contain data pertaining to RMAN backup and recovery operations performed on the target 

The catalog is typically a database that you build on a different host from your target database. The reason for this is that you don't want a failure on the target host to affect your ability to use the catalog. If both the catalog and target are on the same box, a single media failure can put you in a situation from which you can't recover your target database. 

Inside the catalog database is a special schema containing the tables that store information about RMAN backup and recovery activities. This includes information such as: 

· Details about the physical structure of the target database 

· A log of backup operations performed on the target database's datafiles, control files, and archived redo log files 

· Stored scripts containing frequently used sequences of RMAN commands 

Why is the catalog optional? When RMAN performs any backup operation, it writes information about that task to the target database's control files. Therefore, RMAN does not need a catalog to operate. If you choose to implement a recovery catalog database, then RMAN will store additional information about what was backed up -- often called metadata -- in the catalog. 

The primary reason for implementing a catalog is that it enables the greatest flexibility in backup and recovery scenarios. Using a catalog gives you access to a longer history of backups and allows you to manage all of your backup and recovery operations from one repository. Utilizing a catalog makes available to you all the features of RMAN. For reasons such as these, we recommend using a catalog database. 

Media Management Layer

The Media Management Layer (MML) is a third-party piece of software that manages the reading and writing of files to and from tape. An MML also keeps track of which files have been written to which tapes. If you want to back up your database files to tape, RMAN requires you to use an MML. If you plan to use RMAN to back up files only to disk, you do not need an MML. 

MML tools are often used by System Administrators to back up the host O/S filesystems. If your work environment already uses a MML, you can leverage this architecture to implement RMAN backups to tape. There are several reasons to back up files to tape and thus require an MML: 

· The expense of storing large backups on disk is too costly. 

· Your requirement is to back up files somewhere other than on the same server as the target database, thus reducing your risk of losing both the target database and backup files at the same time 

When backing up files to tape, an MML keeps track of which files were written to which tapes. In the event that restoration of a database file is required, RMAN communicates to the MML a list of the backup files that are required to restore the database file. The MML then determines which tapes contain the required backup files, retrieves the requested backup files, and passes them back to RMAN; RMAN then restores the database file. 

Backups, Backup Sets, and Backup Pieces

When you issue an RMAN backup command, RMAN creates backup sets, which are logical groupings of physical files. The physical files that RMAN creates on your backup media are called backup pieces. When working with RMAN, you need to understand that the following terms have specific meanings: 

RMAN backup

A backup of all or part of your database. This results from issuing an RMAN backup command. A backup consists of one or more backup sets. 

Backup set

A logical grouping of backup files -- the backup pieces -- that are created when you issue an RMAN backup command. A backup set is RMAN's name for a collection of files associated with a backup. A backup set is composed of one or more backup pieces. 

Backup piece

A physical binary file created by RMAN during a backup. Backup pieces are written to your backup medium, whether to disk or tape. They contain blocks from the target database's datafiles, archived redo log files, and control files. 

When RMAN constructs a backup piece from datafiles, there are a several rules that it follows:

· A datafile cannot span backup sets. 

· A datafile can span backup pieces as long as it stays within one backup set. 

· Datafiles and control files can coexist in the same backup sets. 

· Archived redo log files are never in the same backup set as datafiles or control files. 

RMAN is the only tool that can operate on backup pieces. If you need to restore a file from an RMAN backup, you must use RMAN to do it. There's no way for you to manually reconstruct database files from the backup pieces. You must use RMAN to restore files from a backup piece. 

Installing a Catalog

One important decision when using RMAN is deciding whether to use a recovery catalog. This section covers the pros and cons of a catalog and then details catalog implementation issues. 

What Is the Catalog?

In many respects, RMAN can be thought of as an Oracle database file backup and restoration utility. RMAN must keep track of many things. When was the last backup taken? Which files were backed up? Which backup sets contain which database files? The answers to these questions can be found in the target control files. Optionally, RMAN can be configured to store this information in a separate database known as the catalog. 

The catalog consists collectively of a database and a database schema. The schema objects hold the RMAN-specific information for each of your target databases. 

Catalog advantages

When you use a catalog repository, you get more flexibility and access to all the features of RMAN. The advantages of using a catalog accrue in the following areas:

· If you are using Oracle8i, it can be difficult to recover control files. 

· You can retain backup and recovery metadata for long periods of time. 

· You can centralize operations. 

· RMAN becomes more flexible in certain backup and recovery scenarios. 

A catalog enables you to recover your control files in the event that they are all corrupted or lost. If you are not using a catalog, and you haven't backed up your control files via an ALTER DATABASE BACKUP CONTROLFILE command, you could find yourself in the unenviable position of not being able to recover your target. 

Another good reason to use a catalog is that information pertaining to your RMAN backup and recovery activities can be stored for very long periods of time. If for any reason you had to use a backup set that was several months old, a catalog provides more flexibility to go back further in time than with the NOCATALOG option. 

With a catalog, you can manage all of your backup and recovery activities from one repository. The advantage of this is that if you have multiple databases to maintain, you're storing all of your backup and recovery metadata in one place. 

Finally, when using the catalog, you have greater flexibility during certain recovery situations. For example, you can use previous incarnations of the database for recovery. 

Catalog disadvantages

While the advantages of the catalog are substantial, there are a few potential headaches that you should be aware of: 

· Upgrades and compatibility can be problematic. 

· A catalog adds complexity. 

· Using a catalog created prior to Oracle Version 8.1.6 with multiple versions of target databases can be problematic. 

· A catalog can increase your needs for hardware and DBA resources. 

If you're backing up production databases, and you want the most flexibility possible for any given backup and recovery scenario, Oracle recommends that you use a catalog database. However, if you have nonproduction databases for which you want to implement RMAN functionality, but you don't want the overhead of a catalog, you may want to consider just using the target control files. 

Using RMAN without a catalog

RMAN can be used out of the box to back up, restore, and recover a database without setting up a catalog. You may decide not to use a catalog because you have limited resources or because you want a quick and easy backup and recovery mechanism for your databases. This section points out the issues you need to be aware of if you choose this route: 

If you are using Oracle8i or an earlier version, you may not be able to recover your database if you lose all of your control files. If this happens, you may not be able to recover your database. If you exclusively use the target control files for the repository, you must put into place a mechanism that backs up your control files. (This should be a standard practice anyway.) You should also multiplex your control files to multiple disk drives. 

If you do not use a catalog, make sure that your control files are backed up via the:

ALTER DATABASE BACKUP CONTROLFILE command.
Catalog Backup Strategies

If you implement a catalog, it then demands the attention that you would give to any other important production database. As with any production database, there are various backup and recovery strategies: 

· Full export 

· Cold backup 

· Hot backup 

· RMAN backup 

· Hot standby 

· Recreating catalog 

Each method has its advantages and disadvantages that you should weigh based on your business requirements. Some of the significant issues related to each backup method are discussed next. 

Full export

A full export is one of the simplest methods to back up a database. The downside to a full export is that you can only recover your database up to the last time you took a full export. If you have to restore your catalog from a full export, ensure that you take full or level 0 backups of all your target databases as soon as possible. 

Cold backup

Cold backups are simple to implement but require downtime. If your catalog database is in archivelog mode, you can use cold backups to do point-in-time recovery of your catalog if necessary. 

Hot backup

Hot backups are slightly more complex to implement than cold backups but have the advantage of keeping the database online during the backup. For these reasons, this is our preferred method for backing up the catalog. 

RMAN backup

RMAN can be used to back up your catalog either with another catalog or with the NOCATALOG option. Creating another catalog to back up your catalog adds complexity to your architecture. If you use RMAN with no catalog, make sure that you have a separate mechanism to back up the control files. 

Hot standby

Hot standbys let you quickly bring up a standby database if the primary is down. However, hot standbys can be complex to implement and consume more resources. 

Recreating a catalog

If you completely lose your catalog and have no usable backups of it, you can recreate it and then reregister and back up your targets. The risk of this method is that during this period, if you lose a target database and its control files you may not be able to recover them. 

Catalog Issues

The creation of the catalog database is fairly straightforward. It is, after all, just a database, schema, and objects. Here are some issues you should consider: 

· Where to put the database that will host the catalog 

· Which database version to use for the catalog 

· How to size the catalog 

· How to manage multiple target databases 

Physical location of the catalog

You should place the catalog database on a different server than the target database. If you fail to do this, you jeopardize backup and recovery operations, because you make it possible to lose both the catalog and target databases. 

The catalog can coexist in a database used for other applications. The advantage to this is that you leverage existing resources. The disadvantage is that the performance and availability of your catalog can be affected by other applications within the same database. 

Version of catalog

What version of Oracle should you use to create the catalog database? We suggest that the catalog database be created with the latest version of Oracle in your production environment. This helps to minimize compatibility issues and complexity when you start to back up your target databases. 

Creating a Catalog

The examples in this section provide details for creating a catalog database and registering a target database within the catalog. These examples assume that your catalog database is on a different host than your target database.

Catalog Database: Oracle 9.2.0.4 (GEK1) on gecko
Target Datababase: Oracle 10.1.0.2 (AKI1) on akira

To create a recovery catalog, follow these steps:

1. Create a specific tablespace to hold the catalog objects. 

2. Create a catalog schema. 

3. Issue appropriate grants. 

4. Create the schema objects. 

oracle@akira:~> sqlplus system/manager@GEK1

CREATE TABLESPACE rman_cat
  DATAFILE '/u01/oracle/db/GEK1/cat/rman_cat_01.dbf'
  SIZE 50M;
Now that you have a tablespace to store your schema objects, you can create the schema: 

CREATE USER rmancat
     IDENTIFIED BY rmancat
     DEFAULT TABLESPACE rman_cat
     TEMPORARY TABLESPACE temp
     QUOTA UNLIMITED ON rman_cat;
Before you can create the catalog objects, you need to grant special privileges to your new schema. These privileges, granted through the RECOVERY_CATALOG_OWNER role, lets the schema manage its catalog objects. 

GRANT recovery_catalog_owner TO rmancat;
GRANT CREATE TYPE to rmancat;
You can now create the catalog objects within your new schema. In order to perform this step, invoke RMAN, connect to your newly created catalog schema, and issue the create catalog command. If you don't specify a tablespace with the create catalog command, the catalog objects are created in the default tablespace assigned to the catalog owner. 

oracle@akira:~> rman catalog rmancat/rmancat@GEK1

Recovery Manager: Release 10.1.0.2.0  - Production
Copyright (c) 1995,2004, Oracle. All rights  reserved.
connected to recovery catalog database
recovery catalog is not installed

RMAN> create catalog;
recovery catalog created

RMAN> exit
At this point, you now have an operational RMAN catalog.

Registering a Target Database

After creating a catalog, the next logical step is to register a target database. You won't be able to back up the target with the catalog unless the target is registered. On the box that hosts the target database, invoke RMAN, connect to both the target and the catalog, and issue the register database command. In this example we are registering a target database identified as AKI1:

oracle@akira:~> rman target / catalog rmancat/rmancat@GEK1

Recovery Manager: Release 10.1.0.2.0 - Production
Copyright (c) 1995, 2004, Oracle.  All rights reserved.
connected to target database: AKI1 (DBID=1994497080)
connected to recovery catalog database

RMAN> register database;

database registered in recovery catalog
starting full resync of recovery catalog
full resync complete

RMAN> exit
Configuring the RMAN Environment

CONFIGURE Command

You can configure persistent settings in the RMAN environment. The configuration setting is done once, and used by RMAN to perform all subsequent operations. Display the preconfigured settings by typing the command SHOW ALL.
There are various parameters that can be used to configure RMAN operations to suit your needs. Some of the things that you can configure are:

· Required number of backups of each datafile

· Number of server processes that will do backup/restore operations in parallel

· Directory where on-disk backups will be stored

You can return any CONFIGURE command to its default setting by running the command with the CLEAR option.

You will now configure the following parameters:

· 3 backups of each datafile

· Backups to be stored on disk in the /u01/oracle/db/AKI1/bck directory

· 2 server processes to do backup/restore operations in parallel

· Use the new controlfile autobackup feature

· Set backup optimization on

If /u01/oracle/db/AKI1/bck does not exist please create is now.

$ rman target / catalog rmancat/rmancat@GEK1
RMAN> CONFIGURE DEFAULT DEVICE TYPE TO DISK;
RMAN> CONFIGURE RETENTION POLICY TO REDUNDANCY 3;
RMAN> CONFIGURE DEVICE TYPE DISK PARALLELISM 2;
RMAN> CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
      '/u01/oracle/db/AKI1/bck/ora_df%t_s%s_s%p';
RMAN> CONFIGURE CONTROLFILE AUTOBACKUP ON;
RMAN> CONFIGURE CONTROLFILE AUTOBACKUP FORMAT FOR DEVICE TYPE DISK TO
      '/u01/oracle/db/AKI1/bck/ora_cf%F';
RMAN> CONFIGURE BACKUP OPTIMIZATION ON;
RMAN> SHOW ALL;
RMAN configuration parameters are:
CONFIGURE RETENTION POLICY TO REDUNDANCY 3;
CONFIGURE BACKUP OPTIMIZATION ON;
CONFIGURE DEFAULT DEVICE TYPE TO DISK;
CONFIGURE CONTROLFILE AUTOBACKUP ON;
CONFIGURE CONTROLFILE AUTOBACKUP FORMAT FOR DEVICE TYPE DISK TO '/u01/oracle/db/AKI1/bck/ora_cf%F';
CONFIGURE DEVICE TYPE DISK PARALLELISM 2 BACKUP TYPE TO BACKUPSET;
CONFIGURE DATAFILE BACKUP COPIES FOR DEVICE TYPE DISK TO 1; # default
CONFIGURE ARCHIVELOG BACKUP COPIES FOR DEVICE TYPE DISK TO 1; # default
CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/u01/oracle/db/AKI1/bck/ora_df%t_s%s_s%p';
CONFIGURE MAXSETSIZE TO UNLIMITED; # default
CONFIGURE ARCHIVELOG DELETION POLICY TO NONE; # default
CONFIGURE SNAPSHOT CONTROLFILE NAME TO '/opt/oracle/product/10.1.0/dbs/snapcf_AKI1.f'; # default
Verify that the Database is in ARCHIVE LOG Mode

sqlplus "sys/manager as sysdba"
shutdown immediate;
startup mount;
alter database archivelog;
archive log list;
Database log mode              Archive Mode
Automatic archival             Enabled
Archive destination            /u01/oracle/db/AKI1/arc
Oldest online log sequence     1263
Next log sequence to archive   1268
Current log sequence           1268

alter database open;
Working with RMAN

This section explains some of the prerequisites that must be in place before you can use RMAN. It then shows you how to invoke RMAN and finally, how to connect to a target database both with and without using a recovery catalog. 

Target Prerequisites

If you already have your target database environment set up, you can skip this section. If not, there are a few things you need to have in place before instructing RMAN to connect to the target: 

· Appropriate target environment variables must be established. 

· You must have access to an O/S account or a schema that has SYSDBA privileges. 

Before you connect to your target database, you must ensure that the standard Unix environment variables are established. These variables include: ORACLE_SID, ORACLE_HOME, PATH, NLS_LANG, and NLS_DATE_FORMAT. They govern the name of the instance, the path to the RMAN executable; and the behavior of backup, restore, and reporting commands. 

When using RMAN, NLS_LANG should be set to the character set that your database was created with. If you do not set NLS_LANG, you may encounter problems when issuing BACKUP, RESTORE, and RECOVER commands. 

Once you have the appropriate environment variables set, you then need access to an O/S account or a database schema that has SYSDBA privileges. You must have access to the SYSDBA privilege before you can connect to the target database using RMAN. There are two methods of administering the SYSDBA privilege: 

· Locally via O/S authentication 

· Remotely via password file 

O/S authentication is established when you install the Oracle binaries. At that time, you set up a Unix group, often named dba, and specify this as the O/S group with SYSDBA privileges. Often the Unix account used to install the Oracle binaries is named oracle. This account is usually set up to belong to the dba group, and consequently, it lets you start RMAN and connect to the target database. 
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O/S authentication is what permits you to connect locally without having to specify the AS SYSDBA option. For local connections, RMAN automatically connects you to the target database with SYSDBA privileges. 

Setting up a password file is the other method by which you can administer the SYSDBA privilege. There are two good reasons to use RMAN with a password file: 

· Oracle has deprecated the use of CONNECT INTERNAL and Server Manager. 

· You may want to administer RMAN remotely through a network connection. 

For example, if you're in an environment where you want to back up all of your target databases from one place and not have to log on to each host and back up the database, you must do it via a network connection. To remotely administer RMAN through a network connection, you need to do the following: 

· Create a password file 

· Enable remote logins for password file users 

Create a Password File for Target

To create the password file, as the Oracle software owner or as a member of the dba grou:

$ cd $ORACLE_HOME/dbs
$ orapwd file=sidname password=password entries=n
There are three user-provided variables in this example:

· sidname: The SID of the target instance 

· password: The password to be used when you connect a user SYS with SYSDBA privilege. 

· n: The maximum number of schemas allowed in the password files. 

For example, say that you have an instance named AKI1, that you want the password to be goofi, and that you want at the most 30 entries in the password file: 

$ cd $ORACLE_HOME/dbs
$ orapwd file=orapwAKI1 password=goofi entries=30

The resulting password file is named orapwAKI1 and is in the $ORACLE_HOME/dbs directory. 

After you create a password file, you need to enable remote logins. To do this, set the instance's REMOTE_LOGIN_PASSWORDFILE initialization parameter to exclusive, as shown: 

remote_login_passwordfile = exclusive

Setting this parameter to exclusive signifies that only one database can use the password file and that users other than sys and internal can reside in it. You can now use a network connection to connect to your target database as SYSDBA.
Test the connection, try to connect from a PC to the remote database as SYS with SYSDBA privileges:

$ sqlplus "sys/goofi@AKI1 as sysdba"
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Note that you have to create a password file only for the target database and not for the catalog. This is because when you connect to the target, you need to connect as an account that has the SYSDBA privilege. When you connect remotely to a target database, the SYSDBA privilege is enabled through the password file. This is unlike a connection to the catalog, for which SYSDBA is not required, because you log in as the owner of the catalog schema. 

When the SYSDBA privilege is granted to a specified user, that user can be queried in the V$PWFILE_USERS view. For example: 

SQL> grant SYSDBA to rmanadmin;

Grant succeeded.

SQL> select * from v$pwfile_users where
     username='RMANADMIN';

USERNAME                       SYSDB SYSOP
------------------------------ ----- -----
RMANADMIN                      TRUE  FALSE
Invoking the RMAN Executable

In order to use RMAN, you have to invoke the executable. Once you've invoked the executable, you get an RMAN prompt, from which you can execute RMAN commands. The executable for RMAN is located with all of the other Oracle executables, in the bin directory of your Oracle installation. 

To invoke the RMAN executable, issue the rman command from your O/S command prompt. You are presented with an RMAN prompt: 

$ rman

Recovery Manager: Release 10.1.0.2.0 - Production

RMAN>
From here you can use RMAN's command-line interface language to perform backup and recovery tasks. 

Connecting to a Target with No Catalog

The simplest way to use RMAN is to connect to a target database without a recovery catalog. You do this using the nocatalog command-line option. 

O/S authentication

If you want to connect to a target database using O/S authentication, use the following command: 

$ rman target / nocatalog

Recovery Manager: Release 10.1.0.2.0 - Production
Copyright (c) 1995, 2004, Oracle. All rights reserved.

connected to target database: AKI1 (DBID=1994497080)
using target database controlfile instead of recovery catalog
You can use O/S authentication only from an O/S account on the database server. 

Password file authentication

If you are connecting to the target database via a network connection, you need to use a connect string. For this to work, you should have a password file in place for your target database. The following example connects to the target AKI1 using the sys account.

client-pc> rman target sys/goofi@AKI1 nocatalog
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Hiding the password

Supplying usernames and passwords on the command line is convenient. Unfortunately, this practice poses a serious security risk. With Unix, your command line may be visible to other users on the system via the ps command. Fortunately, there is a way around having your password show up in the process status output. Don't specify connection information while at the O/S prompt, but connect after an RMAN session as been initiated.

For example: 
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Connecting to the database after RMAN has been invoked prevents any password information from showing up in a process list. 

Connecting to Both a Target and a Catalog

If you're using a catalog, you will typically connect to the target and the catalog at the same time. This is because when you're performing backup and recovery operations both the target and the catalog need to be aware of your activities. 

If you're logged on to the target database host, your connection to the catalog usually will be through a network connection. This is because in a production environment your catalog database should never reside on the same host as your target database. If your target and catalog are on the same host, you have a single point of failure, and you may not be able to recover your target database. 

O/S authentication

The following example assumes you're logged onto the target host as the oracle user or a member of the dba group, and that a recovery catalog is in place.

$ rman target / catalog rmancat/rmancat@GEK1
Recovery Manager: Release 10.1.0.2.0 - Production

Copyright (c) 1995, 2004, Oracle. All rights reserved.

connected to target database: AKI1 (DBID=1994497080)
connected to recovery catalog database
This connects you to the target and catalog database at the same time. Alternatively, you can invoke RMAN first and then issue connect commands for the target and catalog, respectively: 

$ rman
RMAN> connect catalog rmancat/rmancat@GEK1
RMAN> connect target /
Issuing connect commands from within RMAN prevents any passwords from appearing in the process list where other O/S users can view them. 

Password authentication

If you are using a password file, the network connection to the target is made as shown in the following example. Note the use of a net service name for both connections. 

client-pc> rman target sys/goofi@AKI1 catalog rmancat/rmancat@GEK1
Recovery Manager: Release 10.1.0.2.0 - Production

Copyright (c) 1995, 2004, Oracle. All rights reserved.

connected to target database: AKI1 (DBID=1994497080)
connected to recovery catalog database
It doesn't matter whether you connect to the target or the catalog first, as long as you connect to both before issuing any other RMAN commands. 

Backups

This section provides a series of RMAN and korn shell scripts that illustrate backing up a database and its separate components. RMAN can back up datafiles, control files, archived redo files, and backup pieces. RMAN does not back up the online redo logs.
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RMAN, as part of its default backup behavior, touches each datafile block, performs verification checks, and then logs any detected corruption. You can monitor potential corruption by querying the V$BACKUP_CORRUPTION and V$COPY_CORRUPTION views. 

For a database to be backed up it must be in mount or open mode. The database needs to at least be in mount mode, because RMAN needs to access the target database control file before performing a backup.

Full Database Offline Backup

For offline backups, the database needs to be shut down and restarted in mount mode. The database does not have to be in archivelog mode. 

Here's a shell script for an Oracle9/10 database that shuts down the database, mounts it, backs it up, and opens it: 

#!/bin/bash

rman target / catalog rmancat/rmancat@GEK1 <<EOF
  shutdown immediate;
  startup mount;
  backup database format '/u01/oracle/db/AKI1/bck/ora_df%t_s%s_s%p';
  alter database open;
EOF
exit
$ ./rman_offline.bash
The following files are created:

$ cd /u01/oracle/db/AKI1/bck>
$ ls -l

-rw-r----- 1 oracle dba   7012352 ora_cfc-1994497080-20040927-08
-rw-r----- 1 oracle dba 349777920 ora_df537975652_s39_s1
-rw-r----- 1 oracle dba 138788864 ora_df537975652_s40_s1
Here's the shell script for Oracle8
#!/bin/bash

rman target / catalog rmancat/rmancat@GEK1 <<EOF

  shutdown immediate;

  startup mount;

  run {

    allocate channel d1 type disk;

    backup database format '/u01/oracle/db/AKI1/bck/ora_df%t_s%s_s%p';

  }
  alter database open;

EOF

exit

[image: image12.png]>




We've used the format parameter in both examples to provide a specific location and unique name for the backup pieces. If the format parameter is not used, the backup pieces will be directed to $ORACLE_HOME/dbs.

Full Database Online Backup

For online backups, the database is open for use and must be in archivelog mode. If you're using Oracle9/10, the syntax can be fairly simple: 

#!/bin/bash

rman target / catalog rmancat/rmancat@GEK1 <<EOF
  backup database format '/u01/oracle/db/AKI1/bck/ora_df%t_s%s_s%p';
EOF
exit
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Unlike traditional online (hot) backups, RMAN does not put tablespaces in backup mode. No extra redo is generated. For high-transaction databases, this can lead to significant resource savings. 

Again, note that with Oracle8i, the syntax is a bit different with respect to the run{} command: 

#!/bin/bash

rman target / catalog rmancat/rmancat@GEK1 <<EOF
  run {
    allocate channel d1 type disk;
    backup database format '/u01/oracle/db/AKI1/bck/ora_df%t_s%s_s%p';
  }
EOF
exit

Backing Up a Tablespace

The ability to specify only a subset of tablespaces in a backup operation can add flexibility to your backup strategy. For Oracle9i, the syntax can be fairly simple:

RMAN> backup tablespace system format '/u01/oracle/db/AKI1/bck/ora_df%t_s%s_s%p';
Once again, note that with Oracle8i, the syntax is a bit different with respect to the run{} command: 

run {
  allocate channel d1 type disk;
  backup tablespace system, users include current controlfile
  format '/u01/oracle/db/AKI1/bck/ora_df%t_s%s_s%p';
}
Backing Up Control Files

A nice feature of Oracle9i is its ability to configure the control file to be backed up automatically whenever you issue a backup command. You can do this by using the configure command as follows:

Reset to Defaults

RMAN> CONFIGURE CONTROLFILE AUTOBACKUP FORMAT FOR DEVICE TYPE DISK CLEAR;
configuration parameters are successfully reset to default value
Set CONTROLFILE AUTOBACKUP on:

RMAN> CONFIGURE CONTROLFILE AUTOBACKUP ON;
old RMAN configuration parameters:
CONFIGURE CONTROLFILE AUTOBACKUP OFF;
new RMAN configuration parameters:
CONFIGURE CONTROLFILE AUTOBACKUP ON;
new RMAN configuration parameters are successfully stored
starting full resync of recovery catalog
full resync complete
RMAN> CONFIGURE CONTROLFILE AUTOBACKUP FORMAT FOR DEVICE TYPE DISK TO
     '/u01/oracle/db/AKI1/bck/ora_cf%F.con';
new RMAN configuration parameters:
CONFIGURE CONTROLFILE AUTOBACKUP FORMAT FOR DEVICE TYPE DISK TO '/u01/oracle/db/AKI1/bck/ora_cf%F.con';
new RMAN configuration parameters are successfully stored
starting full resync of recovery catalog
full resync complete
Now backup a tablespace and watch the logging output for the saved controlfile

RMAN> backup tablespace users format '/u01/oracle/db/AKI1/bck/rman_%s_%t_%d.bck';
Starting Control File Autobackup at 27-SEP-04
piece handle=/u01/oracle/db/AKI1/bck/ora_cfc-1994497080-20040927-07.con comment=NONE
Finished Control File Autobackup at 27-SEP-04
Backing Up Archived Redo Log Files

With Oracle9i, the syntax for backing up archived redo log files is fairly simple: 

RMAN> backup archivelog all;
Another Oracle9i technique is to use the backup command's plus archivelog clause to include the archive redo log files as part of a backup. This creates at least two backup pieces, one for the datafiles, and one for the archived redo log files: 

RMAN> backup database plus archivelog;
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If you have a non-RMAN process remove the redo log files, the control files or the optional recovery catalog will not be aware that they are no longer accessible. Consequently, you would have to periodically issue the command: 

RMAN> change archivelog all validate;
Therefore, you should allow RMAN to remove them from the filesystem when they are no longer necessary. 

Incremental Backups

One of the most impressive features of RMAN is its ability to perform incremental backups. Recall that with traditional file-based backups -- such as hot or cold -- all blocks in a database datafile are copied, whether they have been used or not. RMAN has the ability to detect which blocks in a datafile have changed since the last backup and will copy only those modified blocks. 
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When RMAN copies only the modified blocks during a backup, this is called compression. If there are unused or unmodified blocks in a datafile, RMAN will skip those blocks. 

Skipping unmodified blocks gives RMAN a big advantage over file-based backups in that the resources required to do a backup or restore can be considerably less. Additionally, this means that the backup time and tape/disk space required correlates to the number of changes made to the database, and not necessarily to the size of the database. For very large databases, this alone can necessitate the use of RMAN. 

Much of the nomenclature around incremental backups contains the term level. The basic idea behind RMAN level-based backups is to back up only blocks that have been modified since the previous backup. Incremental backups can be applied to the database, tablespaces, or datafiles. Oracle refers to this usage of levels as a multilevel incremental backup. These levels can range from level 0 to a maximum of level 4. 

There are two flavors of incremental backups -- differential and cumulative. A differential incremental backup tells RMAN to back up blocks that have changed since level n or lower. For example, if you take a level 1 differential backup, you will back up blocks that have changed since the previous level 1 backup. Differential backups are the default incremental backup mode. 
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If you take an incremental backup higher than level 0, and no prior level 0 exists, RMAN automatically creates a level 0 backup. 

A cumulative incremental backup instructs RMAN to back up blocks that have changed since level n-1 or lower. For example, if you take a level 1 cumulative backup, RMAN will back up blocks that have changed since the most recent level 0 backup. 
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A full backup backs up the exact same blocks as alevel 0. The difference between a full backup and a level backup is that a fullbackup is not known to any subsequent incremental backups. Therefore, they cannot be used as a basis when applying incremental backups during a recovery operation. A fullbackup is the default backup type if no incremental level is specified. 

Why all the choices? A differential backup takes less space and time to perform but requires more time to restore. It follows that a cumulative backup takes more space and time to perform but less time to restore. So it becomes a tradeoff issue; do you want to minimize your backup time or minimize your restore time? We prefer to minimize our restore time, and therefore, we use cumulative backups. For small databases, we recommend daily RMAN level 0 backups. 

Level 0 Backup

RMAN> backup incremental level 0 database;
Here's an Oracle9i cumulative backup example in which you tell RMAN to back up all blocks that have been modified since the most recent level 3 or lower backup.

RMAN> backup incremental level 4 cumulative database;
Validating backups

One nice feature of RMAN is the ability to report on the status of backups. The simplest way to view backup information is via the list backup command. 

View Backup Information

RMAN> list backup;
View Schema

RMAN> report schema;

Report of database schema
File K-bytes    Tablespace    RB segs Datafile Name
---- ---------- ------------- ------- -------------------
1        819200 SYSTEM        YES     /u01/oracle/db/AKI1/sys/AKI1_sys1.dbf
2        204800 UNDO          YES     /u01/oracle/db/AKI1/sys/AKI1_undo1.dbf
3        819200 SYSAUX        NO      /u01/oracle/db/AKI1/sys/AKI1_sysaux1.dbf
4         10304 USERS         NO      /u01/oracle/db/AKI1/usr/AKI1_users1.dbf
5        819264 TAB           NO      /u01/oracle/db/AKI1/tab/AKI1_tab.dbf
6        819264 IDX           NO      /u01/oracle/db/AKI1/idx/AKI1_idx1.dbf
Is Backup restorable ?

RMAN also has a way to verify whether the backup files are restorable. You accomplish this by issuing the restore database validate command. This command doesn't actually restore any datafiles, it just validates that the contents of the backup sets can be restored if necessary. The following example works with both Oracle8i and Oracle9i: 

RMAN> run {
   allocate channel d1 type disk;
   restore database validate;
}
Validate Backup

You can run a test RMAN backup that does not generate any output. The test checks datafiles for physical and logical corruption and that all database files exist and are in the correct locations. For example: 

RMAN> backup validate database archivelog all;
Recovery Methods
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In general there are three steps involved in restoring files:

1. Ensure that the target database is started in the appropriate mode for the restoration operation. For lost control files, this will be nomount mode. If the entire database needs to be restored, this will be mount mode. If datafiles that don't belong to the SYSTEM tablespace are damaged, you have the option of keeping the database open and taking only the tablespace(s)/datafile(s) that needs to be restored offline. 
 

2. Start RMAN and connect to the target and recovery catalog if one is being used. 
 

3. Run the appropriate RMAN RESTORE command to bring back required files. The requested files and the appropriate archived redo log files will be restored. 

Once the necessary files are restored, you need to recover your database and open it for use. You can recover the database from either RMAN, SQL*Plus, or Server Manager (Oracle8i only). 

Restoring and Recovering All Datafiles

In this scenario, it is assumed that your control files are still accessible. You have a backup, done for example with backup database plus archivelog;
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Your first step is to make sure that the target database is shut down: 

SQL> connect sys/... as SYSDBA;
SQL> shutdown abort;
ORACLE instance shut down.
Next, you need to start up your target database in mount mode. RMAN cannot restore datafiles unless the database is at least in mount mode, because RMAN needs to be able to access the control file to determine which backup sets are necessary to recover the database. If the control file isn't available, you have to recover it first. Issue the STARTUP MOUNT command shown in the following example to mount the database: 

SQL> startup mount;
Oracle instance started.

Since backup set files are created in an RMAN-specific format, you must use RMAN to restore the datafiles. To use RMAN, connect to the target database: 

$ rman target / catalog rmancat/rmancat@GEK1
The remainder of this example shows how to restore all of the datafiles of the target database. RMAN will go to its last good backup set and restore the datafiles to the state they were in when that backup set was created. 

When restoring database files with Oracle9i, RMAN reads the datafile header and makes the determination as to whether the file needs to be restored. The recovery is done by allocating a channel for I/O and then issuing the RMAN restore database command. 

With Oracle9i, you don't need to allocate a channel explicitly. Instead, you can use the default channel mode: 

RMAN> restore database;
RMAN> recover database;
RMAN> alter database open;
For Oracle8i, the ALLOCATE, RESTORE, and RECOVER commands need to be enclosed by the run{} command: 

RMAN> run {
  allocate channel d1 type disk;
  restore database;
  recover database;
}
alter database open;

Or alternatively, once RMAN has restored the datafiles, you can use SQL*Plus to recover the database and open it for use: 

$ sqlplus /nolog
SQL> connect sys/... as SYSDBA;
SQL> recover database;
SQL> alter database open;

Restoring Specific Tablespaces/Datafiles

In this scenario, it is assumed that your control files are still accessible. You have a backup, done for example with backup database plus archivelog;
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Take the tablespace/datafile that needs recovery offline, restore the tablespace/datafile, recover the tablespace/datafile, and bring the tablespace/datafile online. If you cannot take the tablespace/datafile offline, then shutdown abort the database and restore in mount mode.

First try to take the Tablespace offline;

sqlplus "sys/managase as sysdba"
SQL> alter tablespace tab offline;
$ rman target / catalog rmancat/rmancat@GEK1
RMAN> restore tablespace tab;
RMAN> recover tablespace tab;
SQL> alter tablespace tab open;
If this fails:

SQL> connect sys/... as SYSDBA;
SQL> shutdown abort;
SQL> startup mount;
$ rman target / catalog rmancat/rmancat@GEK1
RMAN> restore tablespace tab;
RMAN> recover tablespace tab;
SQL> alter database open;
Instead of a tablespace, you can restore and recover a specific datafile: 

RMAN> restore datafile '/u01/oracle/db/AKI1/tab/AKI1_tab.dbf'
RMAN> recover datafile '/u01/oracle/db/AKI1/tab/AKI1_tab.dbf'

Restoring Control Files

In this scenario, it is assumed that your control files are backed up. You have a backup, done for example with backup database plus archivelog;
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In an ideal world you'll never use RMAN to restore a control file. But if something catastrophic happens, and you lose all control files, here are the steps for getting them back: 
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With Oracle9i, if you are not using a catalog, you can still restore the control file if you have used RMAN's autobackup feature to back it up with each backup that you do. 

The following examples assume that you are using a catalog. First, here's the simplest Oracle9i syntax for restoring a control file: 

SQL> connect sys/... as SYSDBA;
SQL> shutdown abort;
SQL> startup nomount;
$ rman target / catalog rmancat/rmancat@GEK1
RMAN> restore controlfile;
RMAN> alter database mount;
RMAN> alter database open;
If this fails with ...

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of alter db command at 09/28/2004 10:31:52
ORA-01589: must use RESETLOGS or NORESETLOGS option for database open
... then you must perform a recover database:

SQL> shutdown abort;
SQL> startup mount;
$ rman target / catalog rmancat/rmancat@GEK1
RMAN> recover database;
RMAN> alter database open resetlogs;
Note, that all offline archivelogs are now useless, perform a full back as soon as possible.

Restoring Online Redologs

In this scenario, it is assumed that your control files are backed up. You have a backup, done for example with backup database plus archivelog;
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sqlplus "sys/manager as sysdba"
SQL> shutdown abort;
SQL> startup nomount;
$ rman target / catalog rmancat/rmancat@GEK1
RMAN> restore controlfile;
RMAN> alter database mount;
RMAN> restore database;
RMAM> recover database;

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of recover command at 09/28/2004 11:03:23
RMAN-06054: media recovery requesting unknown log: thread 1 seq 1 lowscn 8448414
Since the online logs were lost, complete recovery is not possible. Open the database with resetlogs to continue.

RMAN> alter database open resetlogs;
Note, that all offline archivelogs are now useless, perform a full back as soon as possible.

Time-Based or Change-Based Incomplete Recovery

Incomplete recovery uses a backup to produce a noncurrent version of the database. In other words, you
do not apply all of the redo records generated after the most recent backup.
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You usually perform incomplete recovery of the whole database in the following situations:

· Media failure destroys some or all of the online redo logs. 

· A user error causes data loss, for example, a user inadvertently drops a table. 

· You cannot perform complete recovery because an archived redo log is missing. 

· You lose your current control file and must use a backup control file to open the database. 

To perform incomplete media recovery, you must restore all datafiles from backups created prior to the time to which you want to recover and then open the database with the RESETLOGS option when recovery completes. The RESETLOGS operation creates a new incarnation of the database; in other words, a database with a new stream of log sequence numbers starting with log sequence 1.

sqlplus "sys/manager as sysdba"
SQL> shutdown abort;
SQL> startup mount;
$ rman target / catalog rmancat/rmancat@GEK1
RMAN> restore database;
SQL> recover database until time '2004-09-29:10:35:00';
media recovery complete.
SQL> alter database open resetlogs;
Maintenance Commands

RMAN has a few maintenance commands, shown next.

RMAN> report need backup;
What files require a backup now

RMAN> crosscheck backup;
Determines whether a backup set and its related pieces still exist on media. If a backup piece exists in the location recorded in the control file of the target database or in the optional recovery catalog, its status is marked as AVAILABLE. If it is not at the specified location, it is marked as EXPIRED.

RMAN> delete expired backup of database;
RMAN> delete backup of database;
For Oracle9i, this command deletes the physical files associated with backup sets and datafile copies, updates their status in the control file, and removes their information from the optional recovery catalog (if one is used). 

In Oracle8i and Oracle9i, backups are flagged as EXPIRED if they cannot be found at their recorded location. Deletion of EXPIRED backups removes their information from the control file and from the optional recovery catalog (if one is used). 

RMAN> create catalog;
RMAN> drop catalog;
Create Recovery Catalog.
Drops all objects associated with the recovery catalog schema.

RMAN> report need backup days 2 database;



RMAN> report need backup days 2
      tablespace system;

RMAN> report obsolete;
RMAN> report unrecoverable;
To report on those datafiles that, if restored, would require application of two days (or more) worth of archived redo log files:

To generate the same report but only for SYSTEM tablespace datafiles:

To list backups considered obsolete
Reports on all unrecoverable datafiles
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